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Personality, Situations, and Person-situation Interactions

A small scientific meeting of personality psychologists convened at a rustic lodge in the woods of Washington State.  The purpose was to discuss the influence of dispositions and situations on behavior.  Some participants were eminent researchers on the origins and implications of personality traits, while others believed that behavioral consistency had traditionally been over-rated and that behavior was largely a function of the ever-changing situation.  The attendees included Dr. X., a famous proponent of this latter point of view, who had recently published an influential book.

Gathered by the radio one night, the attendees heard a news bulletin: A notorious serial killer had escaped from a nearby prison.  Pandemonium ensued.  Particularly upset was Dr. X, who began plans to nail all windows shut and post a 24-hour guard.  One of the more traditionally-oriented personality psychologists patted him reassuringly on the back: “Relax, Dr. X” he said, adding (sarcastically), “If the killer does show up, what he does next will depend on the situation!”


  What people do depends both on who they are – their dispositions such as personality traits – and the situation they are in.  The obviousness of this statement only highlights how odd it is that each side of this equation has fans.  As the possibly-true anecdote above illustrates, and as the decades-long “person-situation debate” continues to prove (Kenrick & Funder, 1988; Funder, 2001), a surprising number of psychologists appear to be personally as well as professionally invested in believing that either situations or persons have stronger effects on behavior.


Why?  Part of the reason may be sheer pragmatism; a psychologist who has invested a lifetime learning the art of personality assessment will be understandably less than thrilled by arguments that personality variables don’t really matter; on the other side, more than one career has been made by a willingness to point out that the correlations between personality and behavior are considerably lower than 1.0 and to argue that this implies situations are what really matter.  
But that is a cynical explanation, and I suspect that the more important reason why persons and situations both have fans – and why the rivalry between the two teams continues even now – is that each view of behavioral causation implies a different set of deeply held, if implicit values.  A belief that the situation is important may appear to remove limits on human potential because it implies that anybody – perhaps even the escaped killer referenced above – can cast off the burden of a past self and change his or her behavior at any moment given the right set of circumstances.  It is not uncommon to see the situational causation of behavior linked, usually implicitly but also sometimes explicitly, with virtues such as equality, adaptability and even free will.  On the other side, I suspect some psychologists are disturbed – again perhaps subconsciously – by a view of people as helplessly tossed about by the situational winds.  Instead, it is possible to view psychological health as grounded in the development of a consistent self that is appropriate to a wide range of circumstances, and to view freedom as residing in the ability to forge a behavioral course independent of or even resistant to the situation.  The famous protester in Tiananmen Square in 1989 who stood firm in the face of an oncoming tank was obviously not responding in the normative way to the situational forces that were present – that’s why we admire him.  Presumably, the determination of his behavior came from someplace deep inside.

Personal values like these are deeply held, and raise the stakes in the psychological debate over whether situations or persons are more important (Johnson, 1999; Funder, 2006).  One purpose of the present chapter is to attempt to lower the stakes.  My argument is that data and psychological analysis cannot resolve the underlying ideological question of whether it is better to be true to one’s consistent sense of self or to respond flexibly to every situation as it comes along, or whether one of these approaches is more consistent with human nature than the other.  Research cannot even resolve whether personal or situational influences on behavior are more powerful because these factors do not – except in rare and extreme circumstances – compete with each other in some kind of zero-sum game.  As we shall see, each determinant of behavior can be strong at the same time, and neither gains its strength by taking it from the other.  Furthermore, situations and persons interact in a way that goes beyond the statistical sense of this term.  Exactly like genes and environments, neither can have any impact on the world at all without the contributions of both.  

The present chapter will survey how the main effects of persons and situations on behavior can be and are generally assessed and sometimes compared, and consider some of the pitfalls in that comparison.  Then it will summarize how person-situation interactions have been and could be studied, including some surprising implications of conceptualizations that focus on within-person variance and “if…then” profiles.  The chapter will describe how this research has been handicapped by the failure of psychologists to develop variables for the description of situations that are comparable in usefulness for the many variables available for describing personality dispositions, and offer some suggestions for how a new generation of research – moving at last beyond a competition between persons and situations – may be able to illuminate what people do, when they do it, and why.

Assessing Dispositional and Situational Effects on Behavior 
The empirical assessment of dispositional and situational influences on behavior can be straightforward.  To assess a dispositional effect, the researcher should measure a person’s behavior in each of several situations, and take the average.  This average can be correlated (via the familiar Pearson r) with an average of the same individual’s behavior across several different situations, or with his or her score on a personality trait measurement such as a test score.  The first correlation is an index of the person’s behavioral consistency and the second is a measure of the association between behavior and a specifically-identified aspect of his or her personality.  Either way, the correlation reflects dispositional influence on behavior.  This is a standard method of research in personality psychology.

To assess a situational effect, the methodology is reversed.  Instead of averaging across situations, the researcher averages across persons.  A sample of people is placed (or found) in two (or more) different situations, and the behavior of the people in each situation is averaged.  (Typically this situation is an experimental condition.)  These averages can then be compared with each other, usually with a simple statistic such as a t-test.  The difference in the means across the two situations reflects a situational influence on behavior.  This is a standard method of research in social psychology.

These two methods share a number of properties.  One is that the data analysis in each method is based on the same underlying statistical model.  Traditionally, studies of dispositional variables use the correlation coefficient (Pearson’s r) while experimental studies of situational effects use a t-test (in complex designs the analysis of variance), but these two numbers can be algebraically converted from one to the other.  When this conversion is done – and it still is done too rarely – it turns out that some of the major effects of situations on behavior discovered by social psychology are of roughly the same size – generating r’s in the range from about .30 to .40 – as is typical of stronger effect sizes in the realm of personality (Funder & Ozer, 1983).

Another common property is that the larger the N – of individuals or of situations – across which the relevant average is computed, the more sensitively a researcher can detect a situational or dispositional effect on behavior.  The typical social psychological experiment averages across a number of participants.  A quick glance at the research literature (e.g., any issue of the Journal of Experimental Social Psychology) will verify that, in practice, this number is – at minimum – about 30 per condition.  In contrast, a personality psychology study, if it measures any behaviors at all (as opposed to correlating questionnaires with each other), may only measure a single behavior per participant, rarely as many as two or three.  As a result, the usual research design is much more sensitive to situational than to dispositional effects.

The reason for this discrepancy is to some degree pragmatic, and to some degree traditional.  Pragmatically, a researcher will find it is much more difficult and expensive to directly observe an individual research participant’s behavior in, say, 30 different situations, than it is to place 30 participants into the same situation.  As a result, the research tradition that developed over the decades within personality psychology sometimes seems to have almost forgotten that ideally one would wish to measure many behaviors for each participant.  When Seymour Epstein made exactly this point in a series of articles in the 1970s and 1980s (Epstein, 1979, 1980), it was received by many as a new insight rather than an elementary principle (even though Epstein himself described it as the latter), but subsequent standard research practice changed little.
Perhaps the most important shared aspect of the two methods is that because each is based on an average, both methods in effect blind themselves to the complementary behavioral influence.  A paradigmatic study of dispositions, as described above, cannot detect the effect of the situation because it averages across situations in order to highlight individual differences.  Similarly, a paradigmatic study of situations cannot detect the effect of dispositions because it averages across individuals to strike the mean for each experimental condition.
  Still, these means, even by themselves, can be useful and informative.  
Assessing Dispositional Effects

The mean scores people obtain on personality measures have generated a venerable research tradition.  The foundation of this tradition is an effort to identify the important individual difference variables – personality traits – that are associated with the average behaviors of individuals, calculated across situations.  Many candidates are available, ranging from the 100 items of the California Q-set (e.g., Block, 1978) to the widely-used Big Five (e.g., McCrae & Costa, 1987, 1999).  Some of these variables are highly specific; others are very general and the range of available content is vast.  Allport and Odbert (1936) identified 17,953 trait terms in the dictionary and there may be almost that many measures available in the literature for measuring individual difference variables.  

Once the relevant variables are identified, research can go in two directions.  One direction is to go back in time and seek the origins of personality dispositions.  A particularly exciting and lively recent line of research is outlining the origins of personality dispositions in patterns of early experience as they interact with genetic predispositions (e.g. Caspi et al., 2002, 2003).  The other direction goes forward in time to assess (and perhaps predict) the life outcomes that eventually are associated with personality dispositions which range from criminal behavior to success in occupations and in relationships to – literally – the length of one’s life (Ozer & Benet-Martínez, 2006).  
Assessing Situational Effects

The mean scores calculated by research on situations are used rather differently.  Sometimes they are employed as parts of research programs intended to test various theories of social behavior and cognition such as, to name a couple of classic examples, self-perception theory and cognitive dissonance theory.  Or, even more often, they are used to support mini-theories of effects of particular variables on behavior such as (to name another classic example) the number of bystanders on the propensity to help in an emergency (Darley & Latané, 1968).  

Overall, the research literature concerning the effects of situations is much less organized than that concerning the effects of dispositions.  While personality psychologists have offered numerous dispositional variables – arguably, too many – and have more-or-less achieved consensus on a small set of key variables (the Big Five), the situational variables examined in published research are almost completely ad hoc.  One study may manipulate incentive, another will manipulate the content of a communication, and another may manipulate the number of bystanders present – and each of these situational variables will be studied in the context of assessing its effect on a different behavior, such as performance, compliance or helping.  As studies accumulate, they are generally organized implicitly or explicitly (e.g., in literature reviews) around the mini-theories the studies were designed to test, not in terms of the situational variables employed or their behavioral results.  As a result, while the literature of experimental social psychology contains, latently, an enormous range of information about how situations affect behavior, it is not organized in such a way as to yield insights about what aspects of situations are important for determining which behaviors, or how they do it.  Instead, as a general conclusion, we are left with little more than the oft-repeated observation that situations matter (e.g., Ross & Nisbett, 1991).

Many important psychologists have observed that the affect of a situation depends upon the person who apprehends it.  For example, Mischel (1977, p. 253) commented that “any given, objective stimulus condition may have a variety of effects, depending on how the individual construes and transforms it,” Bem and Allen (1974, p. 518) wrote that “the classification of situations… will have to be in terms of the individual’s phenomenology, not the investigator’s,” and Allport (1937, p. 283) noted that “similarity is personal” (see Funder, 2006, p. 27).  

However, the reasonableness and even obviousness of this “eye of the beholder” interpretation can mask some hidden pitfalls in thinking of situations this way.  The eye-of-the-beholder argument implies that any aspect of a situation – say, a room full of people at a party – might be interpreted and experienced differently by different individuals and it is this interpretation and experience that determines what they will do, not any concrete aspect of the situation itself.  For example, an extravert might perceive the presence of other people as exciting, whereas a shy person might perceive the presence of the very same people, doing the very same things, as threatening.

Although this analysis is correct to the degree that people can react differently to the same stimulus, unless used with it care it can inhibit rather than promote understanding the effect of situations on behavior, for two reasons.  First, a moment’s thought will reveal that such analysis subtly but effectively shifts the locus of causation from the situation back to the personal disposition.  An extravert responds to the situation one way, and a shy person responds to the same situation in a different way.  This is exactly the kind of individual difference mechanism that is the longstanding province of personality research as shown, for example, in Gordon Allport’s famous observation that 
For some the world is a hostile place where men are evil and dangerous; for others it is a stage for fun and frolic.  It may appear as a place to do one’s duty grimly; or a pasture for cultivating friendship and love. (Allport, 1961, p. 266).

Allport was clear that the basis of these differences in perception was personality traits, which have “the capacity to render many stimuli functionally equivalent” (1961, p. 347).  Thus, an analysis of how people perceive situations differently leads us right back to the traits that are the origins of these differences in perception, and absorbs the analysis of situations into the analysis of dispositions.
A second shortcoming of the subjective analysis of situational effects is that it can come very close to complete circularity.  A psychologist who wants to understand how situations – not dispositions – affect behavior will have to fall back on concluding that the first person is excited because she perceives the situation as exciting, whereas the second person feels threatened because she perceives the situation as threatening.  Thus, psychological analysis requires information about what a situation actually is, as well as and separately from how individuals perceive it.  The difference is between what the classic personality psychologist Henry Murray (1938) called alpha press, the objective situation, and beta press, the subjective one.  The difference is important.  Indeed, an individual who manifests too large of a discrepancy may be fairly said to suffer from a delusion.
Fortunately, subjective and objective conceptualizations of situational effects may not be as much at odds as is sometimes presumed.  In a pair of recent studies, Furr and Funder (2004) examined the similarity between pairs of situations using both subjective and objective methods.  In the first study, they asked participants to rate the degree to which two experimental situations they had actually experienced seemed (subjectively) similar, tapping what Murray might have called beta press.  In the second study, they assessed the relative pairwise similarity of six experimental situations in terms of two aspects of objective similarity (task and participants), tapping alpha press.  Actual behavior, using the Riverside Behavioral Q-sort (Funder, Furr & Colvin, 2000), was coded from videotapes in both studies.  The first study found that participants who saw the two experimental situations as more similar tended to be more consistent in their behavior across them.  The second study found that participants were more consistent in their behavior across situations that were more objectively similar.  These results demonstrate the importance of both alpha and beta press – the objective and subjective aspects of a situation – by showing that behavior is more consistent across situations to the degree they are similar in either sense.  

The Furr-Funder study measured objective similarity in terms of a couple of elements that their experimental conditions did and did not share.  What is needed for a more widely useful objective description of situations is a set of general variables that are independent of how any particular person experiences them or responds to the situation, analogous to the dispositional variables long used for the description of persons.  
One effort currently in progress is the development of the Riverside Situational Q-sort (RSQ, pronounced “risqué”; Wagerman & Funder, 2006).  The instrument is based on two theoretical principles.  The first is that it seeks to describe situations at the middle or basic level likely to be most easily communicated and most useful for behavioral prediction and understanding.  The items are written to be general enough to be psychologically meaningful and behaviorally relevant, but specific enough to be rated with adequate reliability. 

The second principle is that the items seek to describe situational variables that are directly relevant to the expression of personality, in a manner that is as comprehensive as possible.  To accomplish this, the RBQ draws from a previously developed instrument for personality assessment that has been widely acclaimed for its broad range, the California Adult Q-sort (CAQ; Block, 1978; Bem & Funder, 1978; McCrae, Costa & Busch, 1986).  Earlier, our lab developed the Riverside Behavioral Q-sort (RBQ; Funder, Furr & Colvin, 2000) on the same basis.  We formulated descriptions of behaviors that would exemplify manifestations of each of the personality characteristics included in the CAQ.  For example, the RBQ item “expresses criticism or skepticism” was written to describe behavior relevant to the CAQ item “is critical, skeptical, not easily impressed.”  We believe the early success of the RBQ is largely due to its foundation in the CAQ and the prior efforts at psychological comprehensiveness that went into the original instrument.  Thus, we are following a similar strategy in developing items for the RSQ, writing items to describe characteristics of situations that afford the opportunity for expression of each of the personality characteristics included in the CAQ.  For example, the CAQ item “is critical, skeptical, not easily impressed” yields the RSQ item “Someone is trying to impress someone or convince someone of something.”  The assumption is that in a situation that is accurately described by this property, a skeptical and critical person has an excellent opportunity to act accordingly, whereas the opposite sort of person may reveal his or her gullibility.
Development of the RSQ is in its early stages and much remains to be done, including using it to assess the relations between situational variables and behavior in a wide range of contexts, and seeking to reduce the large number of items (currently 81) to an essential few analogous to the Big Five.
  Other researchers have also made a variety of different kinds of efforts to identify important, general variables for the description of situations (see, e.g., Kelly et al., 2003; Ten Berge & De Raad, 2002; Van Heck, Perugini, Caprara & Froeger, 1994; Yang, Read & Miller, 2006).  The overall point of the present discussion goes beyond any particular instrument.  Situations are important.  However, it is one thing to say this – and it has been said, many times – and quite another to specify just what aspects of situations are important, and how.  For this end to be achieved, it will be necessary to describe the psychologically relevant aspects of situations using a well-formulated set of variables with a wide range of applicability.
Person-Situation Interactions

So far the discussion has focused on the main effects of dispositional and situational variables, examined independently.  But of course, the two variables interact with each other.  Psychologists have sometimes – often – viewed this interaction as competitive, as we saw in the anecdote that began this chapter.  Sometimes the analysis of the interaction between dispositional and situational variables views it as more cooperative.  

Competitive P x S Interactions

When viewed as competing, dispositions are implicitly conceptualized as forces that push on behavior from different directions: dispositions, which are properties of individual persons, push from the inside (the “meaty side” of the dermis, in Gilbert’s (1998, p. 21) memorable phrase), while situations push from the (“sunny”) outside.  This view of dispositions and situations as competing forces has a strong, almost irresistible intuitive appeal and, as has already been observed, in this competition, many psychologists have already chosen a side to root for – generally personality psychologists support dispositions, while social psychologists cheer for the situation.  

The comparison is tempting not just on the grounds of intuition and team spirit, but because a fundamental analytic tool in psychology, the analysis of variance, seems like it was almost specifically designed to allow situational and dispositional effects on behavior to be directly compared – and in a zero-sum manner, at that.  The individual differences in behavior (or a dispositional variable associated with those differences), and the differences across experimental conditions (the manipulated situational variable that makes one condition different from another), yield main effects that can be easily calculated and compared with each other.  Decades ago, Endler, Hunt and Rosenstein (1962) used this basic procedure,
 as, more recently (and in a more complex way), did Kenny, Mohr and Levesque (2001).  This seemingly straightforward approach turns out to have a number of complications, however.

One complication is that the estimate of the situational effect and of the dispositional effect only has implications beyond the bounds of the research study if the nature and range of the situational variables and of the dispositional variables are fairly representative of each type.  If only a limited range of situations is included – and what experiment is not forced to severely restrict the range of situations it includes, compared to those that exist in the world? – and if only a limited range of individuals is included – and what study manages to include a sample of people truly representative of the population of the earth? – then the comparison between the two effects has little wider meaning.  
Another complication is that even though the ANOVA conceptualization appears to imply that situational forces gain power over behavior only at the cost of dispositional sources, and vice versa, empirically this conclusion seems highly questionable.  A study by Funder and Colvin (1991) measured the cross-situational consistency of each of 62 behaviors (in a laboratory study using an early version of the RBQ described earlier in this chapter), as well as the degree to which each behavior changed, on average (across participants) between the same two situations.  Across the behaviors, the correlation between consistency and change was -.01.  Only in extreme cases, therefore – where a situation is so strong that everyone acts the same, or a personality disposition (or disorder?) is so strong that someone behaves without regard to the situation he or she is in – do situations and dispositions gain power at the expense of the other.  In more ordinary and common circumstances, there is plenty of behavioral variance to go around.
The most important, conceptual objection to viewing dispositions and situations as competing forces is that, in order for either of them to have an effect on behavior, each needs the other (Johnson, 1997).  Persons (and their dispositions) cannot exist at all outside of some sort of situation, and in a situation without people in it, no behavior will happen whatsoever.  This recognition has led writers such as Gilbert (1998), among others, to conclude that attribution theory’s traditional way of distinguishing between dispositional attributions (ascribing behavioral causality to aspects of the person) and situational attributions (ascribing it to the situation) is fundamentally incoherent.  Gilbert argues that, instead, dispositional attributions should be made only for an individual’s behavior that is unusual; that is, different from what most other people do.  Thus, if everybody puts on a coat on a cold day, the cause of any one person’s behavior can be safely said to be the cold weather situation.  The odd person (perhaps literally) who fails to wear a coat is doing so, presumably, because of something distinctive about himself or herself (e.g., an unusual immunity to or eccentric liking for cold).  
This is a compelling analysis in most respects but it leads to some surprising conclusions.  For example, the classic studies of obedience by Milgram (1974) are almost universally described as demonstrating how the power of the situation to affect behavior, relative to the influence of personal dispositions, is much greater than anyone would have expected (e.g., Ross & Nisbett, 1991).  However, if we employ Gilbert’s analysis, the direction of the violation of expectations is reversed.  In a famous aspect of his research program, Milgram asked a panel of psychiatrists to estimate what percentage of his participants would obey a command to harm an innocent, protesting victim.  They predicted almost nobody would.  In Gilbert’s analysis, this amounts to a prediction of a strong situational effect on behavior, because nearly everyone is predicted to act the same way.  In fact, closer to 50% of the participants obeyed,
 which amounts to an almost perfect demonstration of a strong dispositional effect on behavior.  
From this perspective, it would be possible to conclude that the real take-home message from the Milgram research is that dispositions are much more important, relative to situations, than anyone ever thought!  But really, what the analysis shows is that the fundamental dispositional-situational dichotomy, pitting one against the other, is poorly framed to begin with.  Instead, the Milgram results can reasonably be read either of two ways:  (1) The situational forces towards obedience (such as the experimenter saying “the experiment requires that you continue), were (perhaps surprisingly) stronger than the situational forces towards disobedience (such as the victim’s protests).  Or, (2) the dispositional forces towards obedience were (again, perhaps surprisingly) stronger than the dispositional forces towards empathy and disobedience.
  On close examination, these interpretations are revealed to be equivalent.  Notice, too, that neither of these equally valid interpretations pits the power of dispositions against the power of situations. 
Cooperative P x S Interactions

The study of person-situation interactions needs to move beyond frameworks that, like the analysis of variance or conventional attribution theory, cast them as competitors.  A couple of possibilities can be suggested.  Years ago, Buss (1979) among others pointed out that persons and situations interact in at least three ways (see also Scarr & McCartney, 1983).  One is the widely-studied analysis of variance model, discussed above, which treats persons and situations as separate and independent contributors to behavior.  The other two kinds of interaction are more cooperative: situational selection and situational evocation.  
Situational selection is important because individuals do not just passively find themselves in the situations of their lives; they often actively seek and choose them.  Thus, while a certain kind of bar may tend to generate a situation that creates fights around closing time, only a certain kind person will choose to go to that kind of bar in the first place.  Even if everybody at the bar ends up involved in the fight, therefore, the psychological excuse that “the situation made me do it” is less than completely persuasive.  Instead, attributes of the person and the situation he or she chose have worked in tandem.
Situational evocation refers to the ways in which an individual’s actions or even mere presence in a situation can change its dynamics.  An aggressive person walking into a quiet discussion may change the situation dramatically for everyone there; a female walking into an all-male meeting, or vice versa, may change the situational dynamics by her or his mere presence.  Again, notice how in these cases the attributes of a person are not competing with the attributes of the situation for control of behavior; they work together to produce the final result.
Buss pointed out, and it remains true, that both of these latter kinds of person-situation interaction are woefully understudied.  In part this is because of the difficulty in empirically capturing dynamic processes such as the ways in which situations change during interactions as a function of what people do during them (see, e.g., Gottman & Bakeman, 1986).  An even more important consideration, already mentioned, is the lack of general variables for describing the psychologically important elements of situations.  Such variables will be necessary before research can study how situations are chosen and the ways in which they may change over time.   
Person-Situation Behavioral Profiles


A rather different approach to the person-situation interaction, suggested in recent years, is to turn research attention to variations of behavior within rather than across persons (e.g., Mischel & Shoda, 1995; Cervone 2005; Fleeson, 2004).  The idea is that every person varies his or her behavior across the situations of life, and that for each person this pattern of variation may be both consistent and idiosyncratic.  Mischel and Shoda (1995) vividly labeled this approach the if…then conceptualization of personality: an individual is described in terms of his or her behavioral reactions to particular situations.  For example, if in a party then the person is boisterous, whereas if in a seminar then the person is studious, and it is the collection of such patterns that characterizes his or her personality.  

Gordon Allport (1937) noted that every individual’s pattern of behavior across contexts is unique, and pointed out that for this reason all descriptions of individuals in terms of personality traits – which tend to assume a more-or-less common if-then pattern among the people they characterize – are at least a little bit misleading.  For example, someone who is high on the trait of friendliness, if encountering a stranger, then might initiate conversation.  While this might be true of friendly people in general, a particular otherwise friendly person might hesitate to approach someone who reminds him of a previous, unpleasant encounter – a reaction that might be completely idiosyncratic to him and his personal history.


Going back even further, the classic pre-Skinnerian behaviorist John Watson (e.g., 1930) espoused a stimulus-response or S-R conceptualization of personality, in which a person’s behavioral repertoire was described in terms of how he or she responds to the various situations – stimuli – that he or she encounters.  This pattern of response was held to be a function of his or her individual, unique learning history, and therefore was not presumed to have any general patterning or consistency across situations.  

While it is eminently true that individuals vary their behavior across situations, and it is apparently true that each individual’s pattern of variation is to at least some degree distinctive, a personality psychology that decided to focus primarily on within-individual variation at the expense of between-individual variation would be forced to choose between a pair of less-than-completely attractive options.  

One option is a return to old-fashioned Watsonian behaviorism, or a variant thereof.  Watson believed that each individual could be understood only in terms of his or her unique learning history, and that his or her personality was manifested in an idiosyncratic pattern of stimulus-response pairings.  Watson’s analysis has a couple of major disadvantages.  One, noticed long ago by B.F. Skinner (1938) and others, is that people do more than respond passively to the stimuli that impinge on them; they initiate what Skinner called “operant” behaviors to actively create advantageous circumstances and advance their goals.  While it would be cumbersome, it might be possible to translate if-then conceptualizations into a more flexible Skinnerian rather than Watsonian version.  A more fundamental problem with this kind of behavioristic approach stems from its primary virtue, which is that it is completely idiographic.  That is, there are as many S-R or if…then patterns as there are people on earth, each of which was generated by a unique learning history.  While this may well be true, it is analytically daunting.  
A second option for reconceptualizing personality in an if…then framework, and a way out of this dilemma, might be to gather together groupings of patterns that resemble each other, and classify people with those patterns as similar in some way.  For example, the syndrome of rejection sensitivity (e.g., Downey & Feldman, 1996) has been described as manifested by someone who manifests the pattern of being kind and supportive if in the early stages of a relationship, but insecure and demanding if in the latter stages.  Perhaps other kinds of if…then patterns could be identified that are shared by substantial numbers of individuals, which would allow individual differences to be conceptualized in a way that takes account of within-person behavioral variance.

Notice where this path has led us, however: right past personality dispositions, or traits, straight to the door of personality types.  The idea of personality types has a long and controversial history (Mendelsohn, Weiss & Feimer, 1982).  This is not the place for a detailed account, but it can be noted that the idea of types goes back as far as Theophrastus (e.g., the penurious type), through Carl Jung (archetypes), to modern revivals such as a reconceptualization of the trait of Self-monitoring as a type variable (Gangestad & Snyder, 1985) and a flurry of recent interest in three very general types characterized as over-controlled, under-controlled, and well-adjusted (e.g., Robins et al., 1996; Caspi, 1998).  

Personality types have a definite intuitive appeal.  They have appeared to be useful tools for thinking about people in domains ranging from advertising (e.g., the suburban soccer mom) to the descriptions of personality disorders in the DSM-IV (e.g., the individual with histrionic personality disorder).  Empirically and psychometrically, however, types have fared less well.  The typological conception of psychological disorder appears to be yielding, slowly but surely, to a more dimensional – trait-like – approach (e.g., Clark, 2007).  More generally, a number of recent studies – including those included in a special issue of the European Journal of Personality – have converged on one robust conclusion:   If the goal is the prediction of behavior – and that is the only way psychologists can empirically test whether their conceptualizations are correct – then types add little or nothing to what can be accomplished from traits alone (see Costa et al., 2002; Asendorpf, 2002).  

So where does that leave us?  Gordon Allport followed his frank discussion of the way in which every person’s pattern of behavior is unique with an admission that for psychological analysis some kind of simplification was going to be necessary, and that was all right because “some basic modes of adjustment…from individual to individual are approximately the same” (Allport, 1937, p. 298).  Maybe one person’s extraversion is different from another’s in minor respects, he said in effect, but they are still similar enough that it is useful and maybe even necessary to treat them as if they were the same.  At least some of the within-person behavioral variance is idiosyncratic even to the person who displays it; in other words, it is error variance, which may be why robust person-situation interactions have proven so elusive (Chaplin, 1991).  Even though Allport is remembered by some as a proponent of idiographic assessment, the bottom line for him was that patterns of behavior are common enough across individuals to be worth thinking of them, and assessing them, and then aggregating them, to produce measures of dispositions.  Allport called them traits.  
Conclusion: Beyond the Person-Situation Interaction

It is easy, and probably too easy, to think of situational and dispositional causes of behavior as locked in opposition to each other.  Except in extreme cases, they are not.  Dispositions and situations both have important, robust, main effects.  The only difference is that while many variables are available for describing dispositions, a psychologist wishing to describe a situation has very few options available at present.  The time is past, one hopes, when it was sufficient to argue that situations are important on the basis of findings that dispositions do not account for all of the behavioral variance.  The next generation of research needs to formulate variables to describe situations that are analogous, and function similarly, to the variables that describe dispositions.

Putting dispositions and situations together, many psychologists have acknowledged that it is the person-situation interaction that needs to be understood, not poorly-framed questions concerning which is more important.  The last four decades or so of research in personality have proven that this is easier said than done.  The familiarity of the analysis of variance has tempted investigators into trying to apportion variance instead of understanding psychological dynamics.  Attempts to focus attention on within-person behavioral variance appear to lead, in the end, either to a retreat to an outmoded form of behaviorism or to an almost equally outmoded typological approach.  Yet again, we come to the need for good variables for describing situations as well as persons. 

Dispositions and situations interact to determine what people do.  Which dispositions and which aspects of situations (specifically) affect which behaviors?  The search for specific answers to this seemingly straightforward question lays out a formidable research agenda.  The agenda goes beyond the study of person-situation interactions to the three interactions derived from the personality triad of persons, situations and behaviors, in which any element of the triad can be conceptualized in terms of the other two (Funder, 2006; see also Bandura, 1978).  Behavior can be thought of as a function of the person and the situation, as has been discussed in this chapter.  In addition, a person can be thought of in terms of the behaviors he or she performs in all the situations of his or her life (cf. Mischel & Shoda, 1995) and a situation, psychologically, can be conceptualized in terms of the behaviors that different people will perform in it (cf. Bem & Funder, 1978).  Another way to summarize these points is in the classic terms used by Lewin (1951): It is true, as he observed, that behavior is a function of the person and the situation, or B = f (P,S).  But it is also the case that P = f (B,S) and S = f (P, B).  Pursuing the research implied by this conception moves personality psychology far beyond the competitive tug between person and situation that began this chapter, and offers the potential to yield important theoretical insights and major contributions to the goals of psychology to understand the bases of behavior and to promote human welfare. 
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Footnotes


�   This story was told to me, years ago, by an eminent personality psychologist who claimed it really happened.  It might not have, though, which is why I have concealed Dr. X’s real name.  In the words of Ken Kesey, “But it’s the truth even if it didn’t happen” (Kesey, 1999/1962, p. 7).


�  Actually each method does pick up the complementary effect as part of the within-person or within-condition error variance, respectively.  But this term does not separate the effect of the situation (in a traditional personality psychology study) or the effect of individual differences (in a traditional social psychology experiment) from measurement error.  In practice, therefore, this term generally is treated as error variance that is useful for calculating statistical significance but otherwise ignored.


� For a complete list of the items of the current version of the RSQ as well as the RBQ, and other relevant information, please visit our laboratory’s website at � HYPERLINK "http://www.rap.ucr.edu" ��www.rap.ucr.edu�. 


� These investigators and most others doing similar research actually measured hypothetical behaviors measured via questionnaire, rather than directly observed actual behaviors, but I shall pass over that important matter for now (Baumeister, Vohs & Funder, 2006; Furr & Funder, in press).


� In the two most famous conditions, where the experimenter was present and the victim could be heard but not seen, the obedience rates were 63% (at Yale) and 48% (at “Research Associates of Bridgeport”).  Across all conditions the average rate was 37.5% (Milgram, 1974, Tables, 2, 3, 4 and 5).  See also Krueger & Funder, 2004.


�  The traditional interpretation, of course, is that the situational forces towards obedience (e.g., the experimenter’s orders) were stronger than dispositional forces towards disobedience (e.g., the participants’ tendencies to be empathic to the victim).  However, it would be precisely as valid – and equivalently misguided – to conclude that the dispositional forces towards obedience (e.g., the participants’ conformist personalities) were generally stronger than situational forces towards disobedience (e.g., the victim’s protests).  





